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1 Introduction

The standard approach to training Deep Neural networks (DNNs) involves learning point estimates
of weights. As exemplified in Figure[l] this tends to lead networks to overfit to training data, and
exhibit overconfidence in regions of the input space not seen during training. A further issue is
one of robustness: as discussed in , applying small perturbations to the input causes networks
to misclassify images, whilst remaining overconfident. There are various techniques which can be
applied during training to combat these issues, including early stopping, weight decay and dropout.
As part of our analysis, we trained both regular DNNs and DNNs with dropout as baselines for
comparisons.
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Figure 1: Inference performed using an ensemble of 25 feed-forward DNNs trained using data
provided within the grey shaded region. The mean prediction and interquartile ranges are shown.
The collection of models shows very limited variability in their predictions.

In their 2015 paper, Blundell, Cornebise, Kavukcuoglu, et al. [2] introduce the Bayes by Backprop
algorithm for performing Bayesian inference on the weights of a Neural Network. Rather than point
estimates, posterior distributions are learned for the weights. The goal of training is thus to learn
distributions that make correct and confident decisions in regions of input space observed during
training, whilst expressing appropriate uncertainty in unfamiliar regions. The authors suggest
three motivations for the introduction of uncertainty in the weights:

1. Regularisation via a compression cost on the weights; achieved through the choice of prior
distribution

2. Richer representations and predictions from cheap model averaging
3. Automatic exploration in simple reinforcement learning problems

In this work, we replicated all of the experiments performed by the original paper’s authors to
verify that their approach achieved the above goals. We additionally extended their experiments
to assess whether the learned models showed superior robustness to adversarial ea:amples. We
expected this to be the case, given that regularisation and model ensembling should reduce the
propensity to overfit to training data. Further, we investigated the local reparameterisation trick,
proposed by Kingma, Salimans, and Welling , which is purported to aid convergence. A summary
of the pertinent background theory is provided in Section [2} and our implementation is detailed in
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Section [3] We then describe the experiments conducted and discuss the results in Section [] with
reference to the results obtained by Blundell, et al..

We chose to replicate this paper as we were interested in learning how Bayesian Neural Networks
express uncertainty. Many people view DNNs as magic black boxes whose results are to be be-
lieved with little critical evaluation, in-part due to networks’ confidence in their predictions. More
experienced practitioners are aware of their pitfalls, and having a reliable method of obtaining sen-
sible uncertainties in predictions adds a valuable tool to our toolbox. We wanted to gain hands-on
experience of implementing BNNs on typical tasks, and perform an unbiased evaluation of their
proclaimed benefits and drawbacks.

2 Theory

In this section we provide an overview of the theory necessary to appreciate the description and
discussion of our implementation and the experiments conducted. This primarily summarises what
is presented by Blundell, et al. in [2], and additionally describes the local reparameterisation trick
and generation of adversarial examples.

2.1 Neural Network Point Estimates of Weights

Neural Networks can be thought of as probabilistic models P(y|x, w) which assign probabilities to
each possible output y € Y given input x € R™ and a learned set of weights w € R%. In standard
frequentist approaches a point estimate for the weights, W, is learned and predictions for input
% determined as § = g(X, W) - the alternating linear and non-linear transformations through the
layers of the network.

Equation 1) shows the approach by which the maximum likelihood estimate (MLE) of the weights,
WwMLE s obtained using a training dataset D = (x;,y;). Assuming P(D|w) is differentiable, the
MLE point estimate is typically found using gradient descent via back-propagation through the
Neural Network.

WMLE — arg maxlog P(D|w) = arg maxz log P(y;|xi, W) (1)

By introducing a prior distribution, P(w), over the weights regularisation can be achieved and
the mazimum a-posterior (MAP) estimate of the weights, w™MAF  found using Equation Again,
back-propagation is used to learn the estimate.

WMAP = arg maxlog P(w|D) = arg maxlog P(D|w) + log P(w) (2)

If P(w) is a Gaussian distribution then L2 regularisation is performed, whereas if it is a Laplace
distribution then L1 regularisation occurs.

2.2 Probability Distributions over Weights

In the Bayesian approach, rather than learning a point estimate, we seek a posterior distribution
over the weights, P(w|D). At inference time, we marginalise over this distribution to obtain values
from the posterior predictive density, P(§|X), as shown by Equation

P(31%) = | POVIDIP(F1i w)dw = E i) [P(F15, w) ®)

The true posterior distribution is typically intractable due to the complex functional form of the
Neural Network and the number of parameters involved. Instead, we aim to approximate the
posterior by introducing a wariational posterior parameterised by 6, g(wl@), and learning the
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parameters 6* that minimise the Kullback-Leibler (KL) divergence between the variational and
true posteriors, as shown by Equation From the KL divergence, we arrive at the expression
in [5] which is referred to as the wvariational free energy or expected lower bound (ELBO), and is
denoted by F(D,6), as shown in Equation @ It can be seen that the free energy is comprised of
a complexity cost term that’s dependent on the prior and a likelihood cost term that’s dependent
on the data. As stated by Blundell, et al.: “The cost embodies a trade-off between satisfying the
complexity of the data and satisfying the simplicity of the prior.”

0" = argmin KL{g(w|0)] | P(w|D) (4)

a(wlo)
(wip) ™
o(wlo)P(D)
P(Dlw)P(w)

:argmem/w (W\H)logp

= arg mein/ q(w|0) log dw (Bayes’ Rule)

3 . q(w|0)

—argr%m/w (w|0) log de—l—logF(D)

= argmin w|0) lo % W

~ asgmin [ gl log A0 (P(D) 1)

_ ~ qa(w|0)

—argmeln/wq(w\@)lo Pw )d /wq(w|9)10gP(D|w)dw

= argmin KL[g(w|0)[|P(W)] — Eq(wje) [log P(D|w)] (5)
F(D,0) = KL[g(w|0)||P(w)] = Eq(w|)[log P(D|w)] (6)

We face an issue in minimising the ELBO with respect to 0 in that w is a random variable, and we
cannot take derivatives with respect to random variables. If we cannot take derivatives, we cannot
use back-propagation to learn the optimal parameters 8* of the variational posterior.

Blundell, et al. prove that, under certain conditions, the derivative of an expectation can be
expressed as the expectation of a derivative, as shown in Equation We can let f(w,0) =
log ¢(w|@) — log P(D|w) — P(w) and apply Equation m to the optimisation problem in Equation

0 Of (w.0) ow  0f(w,6)

%]Eq(w\a) [f(w,0)] = Eq(e)[ Ow o0 00 ] "

The authors allow € to be a random variable with probability density ¢(¢) and let w = t(6,¢),
where (0, €) is a deterministic function. Additionally, it is assumed that ¢(e)de = g(w|e)dw. Thus,
t(0, €) transforms a sample of parameter-free noise € and the variational posterior parameters 6 into
a sample from the variational posterior. That is, if we assume that the variational posterior is a
Gaussian distribution parameterised by 6 = (u, o), such that w ~ Ny(, ), we can draw a sample
of € ~ N(0,1) and use this to obtain a sample from the variational posterior using Equation
This is referred to as the reparameterisation trick, and enables us to perform back-propagation
through the neural network.

w=p+ o€ (8)

Equation |§| is used to approximate the ELBO, where w(®) is the i-th Monte Carlo sample drawn
from the variational posterior ¢(w(?|#). As highlighted by Blundell, et al., by avoiding closed-
form calculation of the KL divergence (as well as the expectation), any combination of prior and
variational posterior families could be used.

Zlogq @19) —log P(w®) — log P(D|w) (9)
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2.3 Algorithm

As per the original paper, we set the variational posterior to be a diagonal Gaussian parameterised
by 6 = (u,p), such that the standard deviation o = log(1 + exp(p)). Optimisation proceeded
according to the algorithm proposed by Blundell, et al.:

1. Randomly initialise the parameters 6
2. Sample € ~ N (0, 1)

3. Obtain a sample of the variation posterior as: w = p+log(1+exp(p))oe, where o is point-wise
multiplication

4. Let f(w,0) =logq(w|0) —log P(D|w) — P(w)
5. Calculate the gradient of f(w,#) with respect to u and p, as shown by Equations [10| and

respectively.
_0f(w,0) | 9f(w,0)
Ay = S 1+ an (10)

ow 1+ exp(—p) Op

6. Update p and p by taking a step in the direction of the derivative, scaled by learning-rate «,
as shown by Equations [12] and [13] respectively.

W p+al, (12)
p—p+al, (13)

2.4 Priors

Given we were not restricted to Gaussians, we investigated a range of priors. The first was a single
Gaussian and acted as a baseline. The second was the mixture-of-Gaussians, spike-and-slab prior
given by Equation @, as proposed by Blundell, et al., where w; is the j-th weight of the network,
o2 and o2 are the variances of the mixture components, and 7 is the mixture weighting. The first
mixture component was given a larger variance than the second, 02 > 032, and the second mixture
was given a small variance 03 << 1. This combination meant that the mixture-distribution had
heavier tails than a regular Guassian density, but also set an a-priori assumption that many of the
weights are tightly concentrated around zero. Blundell, et al. considered —logo; € {0,1,2} and
—logos € {6,7,8}, as well as — € {1, 1, 3}, Figure [2|illustrates the distributions for = = 0.5.

P(w) = HWJ\/—(WJ-|O7J%) + (1 — )N (w;|0,03) (14)

An alternative prior that we considered was the Laplace distribution, parameterised by p and b,
as shown in Equation Blundell, et al. highlight the ability of the Bayesian Neural Network
to regularise weights, and show that a significant fraction of weights can be turned-off without
detrimental performance. Our theory was that a Laplace distribution, performing a function akin
to L1 regularisation, may perform such pruning automatically. Figure [3] compares the Gaussian,
mixture-of-Gaussian and Laplace distributions.

P(w) = L exp(— 2 #) (15)
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Figure 2: Spike-and-slab mixture-of-Gaussian distributions with —logoy € {0,1,2},
—logoy € {6,7,8} and m = 0.5. The impact of o5 is subtle, and so the densities at the peaks of
the distributions have been highlighted.

2.5 Local Reparameterisation Trick

As an extension, we investigated the local reparameterisation trick proposed by Kingma, Salimans,
and Welling, 2015 in [3]. The trick “translates uncertainty about global parameters into local noise
that is independent across datapoints in the mini-batch,” and in doing so results in the variance
of the free energy estimates being inversely proportional to the mini-batch size. This results in
gradients with lower variance, which should lead to faster convergence. The central proposal for
the gain in statistical efficiency is to sample a separate weight matrix for every training point in the
mini-batch, such that that the covariances between the free energy estimates for each data-point
are zero. However, assuming there were N datapoints in each mini-batch, and a given layer had an
n x m weight matrix, we would require N X n x m samples for that layer alone. The local aspect of
the trick offers improved computational efficiency, by sampling the activations directly, rather than
sampling the weights and then computing activations. The resulting reparameterisation equation
is given by Equation where v, ; and §,, ; are determined via Equations 17| and [18| respectively,
and ¢, ; ~ N(0,1). Thus, instead of requiring N x n x m samples, we now only need N x m. As
with the regular BBB algorithm, at inference time a single set of weight samples was drawn from
the learned variational posterior distribution and used to make predictions.
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Figure 3: Comparison of prior distributions. Laplace distribution has greater probability mass
around zero than the spike-and-slab mixture-of-Gaussian, with less mass in the tails.

bm,j = Tn,j + V 5i,an,j (16)
Tnj = Z Qn,ili,i (17)
i=1

Zanz Oii (18)

2.6 Log Pointwise Predictive Density

For regression models, while methods such as the root mean squared error can be used for model
evaluation, ideally we want to take into account the uncertainty the model has about a predicted
value g; and choose the model with the highest posterior predictive probability, P(g;|y,x) . .
To this end, the log pointwise predictive density (lppd) can be calculated with Equation [19] using
N new datapoints drawn from the true data-generating process [4].

N
ppd = 1og [ P(iily. %) Zlog / (3:ly. x, W) P(wly, x)dw (19)

i=1
Given we do not know the posterior distribution, we instead draw S samples from it and estimate

the Ippd using these samples, as shown in Equation (w® ~ P(wly,x)) |4].

N s

1 1 A .

Ippd = i E logg E Py, x, w®) (20)
= s=1
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2.7 Contextual Bandits

In contextual bandit problems, an agent is presented with some context € X from the environ-
ment and must choose an action a out of K possible actions. After the agent takes an action it
receives a reward r. The overall goal of the agent is to maximise the cumulative reward it obtains
over time. The agent must learn a model for P(r|x,a, w) from observed (x,a,r) triplets, where w
are the parameters of the model. In our case, the model will take the form of a Neural Network,
where w are the weights of the network. As the agent only knows the triplets involving actions a
that it has taken, it must have the ability to trade-off between exploration and exploitation.

Two popular methods for trading-off exploration and exploitation are epsilon-greedy exploration
and Thompson sampling. In epsilon-greedy exploration the agent has a probability e of taking a
random action, and so picks the action with highest anticipated reward 1 — € percent of the time.
In Thompson sampling [6], at each step a set of weights is drawn from the posterior function, i.e.
sample w ~ P(w|{(x,a,r)}). The action with highest expected reward based on the likelihood
P(r|x,a,w) is then selected. We replicate the work of Blundell, et al. to evaluate the use of a
Bayesian Neural Network, and compare this with the performance of e-greedy agents.

2.8 Adversarial Examples

As an extension to Blundell, et al.’s experiments, we evaluated BNN performance against adver-
sarial MNIST example images. These were generated using the fast gradient sign method proposed
by Goodfellow, Shlens, and Szegedy in [1]. Given model parameters 6, inputs x, targets y, and a
cost function J(6,x,y) used to train a Neural Network, an optimal perturbation, 7, was calculated
using Equation The gradients were determined using PyTorch by training a simple CNN on
the MNIST dataset [7]-[9]. We created perturbed images as X = x + € - 1, where € controls the
degree of perturbation applied. Examples are shown in Figure

n = signVyJ(0,x,y) (21)

£=0.05 £=0.1 £=0.25

Figure 4: Adversarial examples for an image in the MNIST dataset. The original image and sign
of the gradient of the cost function with respect to the input are also shown.

Original Image signVyx/(©, x, y)

o’

3 Implementation

We utilised the open-source library PyTorch for our implementation [7]. Critically, the automatic
differentiation provided by the autograd functionality meant we were not required to write code to
calculate the derivatives presented in Equations [10| and [11] ourselves.

While our implementation was grown from an empty repository, several publicly available im-
plementations of the Bayes-by-Backprop algorithm were exploited when designing, writing and
debugging our version [10]—[14]. The repositories of Antoran, Markou, and Qing [10] and Liu,
Murray, and Persky [14] were the most extensively drawn upon. There are, however, still many
unique aspects to our own implementation. For example, we feel our class inheritance structure,
shown in Figure [5| is far more robust and extendable than those of other implementations, and
certainly aided in accelerating development. Further, the fact that certain implementations did
not face issues came as a surprise to us. When implementing the local reparameterisation trick
we discovered the practical requirement to add an imperceptible amount of noise (of the order
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1732) to Equation to avoid vanishing gradients during back-propagation. We found this was
also present in Shridhar, Raikwar, Mehta, et al.’s implementation , but did not appear in many
others. Differences in data and library versions may have had an impact.

torch.nn.module
(PyTorch)

BaseModel - Model and progress saving

- Tensorboard logging
(Abstract Base Class) | _ | oading of pre-trained models

- Model definition
BaseDNN - Training algorithm ) BaseBNN
+ ELBO calculations

+ Weight sampling and pruning

- Loss Criteria
- Prediction Methods

‘ RegressionDNN ’ ‘ ClassificationDNN RegressionBNN ’ [CIassificationBNN ’

RegressionEval  Evaluation methods ClassificationEval

Figure 5: Class inheritance structure designed and coded in our implementation. The enabled
significant code reuse, accelerating development and simplifying debugging.

We implemented a GaussianVarPost class to represent the variational posterior of an entire layer
of weights, from which we could sample, obtain the log probability, and back-propagate through.
We initialised the weights uniformly across a tight range around a pre-specified mean. For the
variational posterior, we found a weight initialisation of y ~ U(—0.2,0.2) and p ~ U(-5,—4),
where o = log(1 + exp(p)), to work well. Initialisation to a constant value across all the weights
led to back-propagation issues as the update was consequently identical for each weight.

For our gradient-based optimisation algorithm, we opted for Adam instead of Stochastic Gra-
dient Descent (SGD). Training time and convergence were potential issues for BNNs and Adam
generally converges faster than SGD.

4 Experiments

In the following regression and classification experiments, each model had three layers (including
input and output) with linearly rectified (ReLU) units. For regression, we used 400 hidden units
per layer. For classification, we evaluated 400, 800 and 1200 hidden units. For the RL experiment,
we used two layers with 100 ReLU units each. Other (hyper-)parameter specifications for each
experiment are detailed in the appropriate sections.

4.1 Regression

In alignment with Blundell, et al. [2], regression data was generated according to Equation
where € ~ N(0,0.02). Eight batches of 128 datapoints were generated in the region x € [0, 0.5] for
training. For evaluation, 1000 datapoints in the region x € [—0.5, 1.5] were used. During training
5 weight samples were drawn when estimating the ELBO using Equation [0} For reference, Figure
[6] shows the results presented by Blundell, et al..

y =12+ 0.3sin(2n(z +€)) + 0.3sin(4dm(x +¢€)) + € (22)
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Figure 6: Replication of Figure 5 from Blundell, et al,, showing the authors’ regression results.
Black crosses are training samples. Red lines are median predictions. Blue/purple regions are
(unspecified) interquartile ranges.

As a baseline, Figure [7] shows the mean and interquartile ranges for predictions generated using
an ensemble of 25 independently trained standard DNNs and networks with 50 % dropout dur-
ing training. Aligned with Figure [0 characteristic overconfidence is displayed by the standard
networks, which starts to be addressed by training with dropout.
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Figure 7: Mean and interquartile ranges for inference performed using an ensemble of 25
independently trained Deep Neural Networks, with and without dropout.

For the BBB algorithm, it was assumed that observations y could be expressed as the result of
a deterministic function applied to the input, g(x), perturbed by a source of noise € ~ N(0, ;).
That is: y = g(x)+e. The likelihood term in Equation [9] was therefore calculated using P(D|w) =
N(D; §(x,w),0¢), where g(x,w) is the approximation of g(x) learned by the Neural Network.
Whilst in this case it was known that o, = 0.02, usually this would be an unknown parameter.
Figure [§] shows the results of using o. € {0.01,0.1,1.0}. A value of 0.01 resulted in the model
displaying overconfidence. If o, is set to a very low value it is potentially difficult to find optimal
parameters of the variational posterior to minimise the FLBO that can simultaneously describe
the observed data well and minimise the divergence with the prior. Conversely, a value of 1.0

10
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resulted in poor inference: too many points have high P(D|w), and the model is able to explain
the data through the noise. o, = 0.1 offers a middle-ground, and achieved the lowest ELBO at the
end of 1500 training epochs, as shown in Figure[J] This value was therefore used in the remaining
experiments.

/ . / :
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Figure 8: Exploration of the likelihood noise, o, used during training. The mean and percentile
ranges across 1000 inference samples are shown.

20000

0:=0.01
0:.=0.1

17500 0=1.0

15000

12500

7500

5000

2500

0 o

0 200 400 600 800 1000 1200 1400
Epoch

Figure 9: ELBO vs. training epochs for a selection of likelihood noise, o, values.

Figure shows example inferences curves, each generated using a different sample of weights
drawn from the learned variational posterior, for both a single Gaussian prior (SGP) and mixture-
of-Gaussians prior (MoGP). Figureshows the mean and interquartile ranges across 1000 samples.
Both express uncertainty in regions of the input space they’d not observed during training. Further,
the 5th-95th percentile ranges mostly capture the noise in the training data.

SGPs with standard deviations —logo € {0, 1,2} were investigated. Figure [12| shows the ELBO
and RMSE values obtained during training. The rate of convergence increased as ¢ decreased,
however all models achieved similar final ELBO values. It is interesting to note from Figure
that the RMSE initially decreased, but then increased as learning progressed. This is thought
to be the result of the model learning weight distributions that allow it to exhibit appropriate
uncertainty. Table [I] shows that the Ippd increased as o decreased.

MoGPs with standard deviations —log oy € {0, 1,2} and —log o, € {6, 7,8} were also investigated,
with the mixture parameter m = 0.5 held constant. Figure [L3|shows the ELBO and RMSFE values
obtained during training. In general, it was observed that significantly more training was needed

11
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Figure 10: Ten example inference curves generated from trained Bayesian Neural Networks.
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Figure 11: Mean and interquartile ranges for inference performed using trained Bayesian Neural
Networks across 1000 inference samples.

—logo | 0 1 2
Ippd | -120.34 -16.21 -9.69

Table 1: Ippd for Bayesian Neural Networks trained using single Gaussian priors with standard
deviation o. Averages over 5,000 weight samples were taken.

for convergence than in the SGP case, and that the final FLBO values obtained were not as
low. The increase will be driven by the complexity cost term in Equation [6} given that the
variational posterior is still a single Gaussian, there is an upper limit to the KL divergence that
can be achieved between it and the MoGP. Convergence time increased as o increased and oy
decreased—indicating a drive to unite the Gaussian distributions. Figure shows that the
variance in the RMSE decreased as o1 decreased, which is likely the result of the narrower prior
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Figure 12: ELBO and RMSFE during training for Bayesian Neural Networks using single
Gaussian priors with standard deviation o. Note that RMSE was determined every 20 epochs.

forcing the weight distributions to be more concentrated around zero. Table [2| shows that the
lowest [ppd was obtained for the —logo; = 1, —log os = 6 prior.

—log g
6 7 8
0| -32.40 -412.87 -184.17
—logo; 1] -3.21 -22.46 -21.29
2 | -21.58  -16.77 -16.20

Table 2: Ippd for Bayesian Neural Networks trained using mixture-of-Gaussian priors with
standard deviations o; and o3. Mixture parameter m = 0.5 was held constant. Averages over
5,000 weight samples were taken.

Figure [14] shows the impact on inference of applying the local reparameterisation tm’ck during
training. Compared to the LRT-trained model had wider interquartile ranges. Consequently,
the Ippd was calculated to be -26.03, compared to -3.21 for the non-LRT approach. Figure[I5]shows
the ELBO and RMSFE during training. Interestingly, the rate of convergence was not observed
to benefit from the LRT, even though the variance of the difference between consecutive ELBO
values decreased from 444.8 to 244.0. A reduction in the variance of the RMSE can also be seen
in Figure A potential reason for the observed lack of improvement was our use of the Adam
optimiser, given it performs parameter updates that are invariant to re-scaling of the gradient .
Across 1500 epochs, using PyTorch CUDA Event handlers it was found that the non-LRT approach
required 317.8 ms/epoch, whereas LRT needed 211.7 ms/epoch—a time saving of 33%.
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Figure 13: ELBO and RMSE during training for Bayesian Neural Networks using
mixture-of-Gaussian priors with standard deviations o; and o2. Mixture parameter = = 0.5 was
held constant. Note that RMSE was determined every 20 epochs.

4.2 MNIST Classification

We replicated Blundell, et al.’s classification experiments using the MNIST digits dataset . We
evaluated BNNs against standard DNNs, as well as DNNs with dropout applied during training. We
assessed their accuracy, learning curves, calibration, and the distributions of the learned weights.
Moreover, we considered pruning the BNN based on the signal-to-noise ratios of the weights and
inspected the resulting effect on test accuracy. Finally, we extended Blundell, et al.’s experiments
by evaluating the trained Neural Networks against adversarially perturbed MNIST examples.

Hyperparameters: Blundell, et al. specify a grid of hyperparameters they explored, but fail to
provide the final configurations which yielded the results they published. We fixed the batch size to
128, the learning rate to 10~%, and trained for 600 epochs. For the BNNs, we drew 2 ELBO samples
during training and 50 at inference time. We invesigated the use of both a single Gaussian prior
(SGP) and a mixture-of-Gaussians prior (MoGP). For the SGP we used a N (0, 1) distribution.
For the MOGP we evaluated a subset of the parameters explored by the paper: 7 € {;11, %,% ,
—logoy € {0,1,2} and —logos € {6,7,8}. The best performing MoGP parameters, and so those
that our reported results were obtained with, were found to be 7 = %, —logo; =0, —logos = 7.

Classification accuracy: We evaluated our trained models against a test set of 10K MNIST
images. We report our test error rates against those of Blundell, et al. in Table 3] We observed
that BNNs outperformed DNNs, and attained similar, if not better, performance to DNNs with
Dropout—confirming the paper’s observations. However, the results are not in perfect alignment.
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Figure 14: Inference performed by Bayesian Neural Network trained using the local

reparameterisation trick (LRT). Training used a single Gaussian prior with o = exp™1.
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Figure 15: FLBO and RMSE during training for Bayesian Neural Networks using single Gaussian
priors with standard deviation ¢ = 1. Results are shown for training both with and without the
local reparameterisation trick (LRT). Note that RMSE was determined every 20 epochs.

Our BNN with SGP outperformed our BNN with MoGP by 10 to 20 basis points, whereas the
paper reported the BNN with MoGP outperformed the SGP by 60 to 70 basis points. Moreover,
our BNN with SGP outperformed both sets of the paper’s BNN models.

We suspect this is due to differences in the specification of the SGP, given the paper never specifies
the mean and variance used. The paper states of its MoGP that “The first mixture component of
the prior is given a larger variance than the second, o1 > o3, providing a heavier tail in the prior
density than a plain Gaussian prior.” From the latter, we suspect that their SGP had a o closer to
their MoG o4, for which they evaluated —logos € {6,7,8}. This would lead to an SGP variance
N (0, 02) much smaller than our A(0,1). This hypothesis is supported by the observed differences
in weight distributions discussed below.
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Table 3: Classification Error Rates on MNIST. For BNNs, the results are an average over 50
weight samples. For each network the lowest error rate is bolded.

# Units . Blundell Our
Model Layer / # Welghts ot Error (%) Test Error (%)
400 500k 1.82 1.31
BNN
Singl,e Gaussian Prior 800 1.3m 1.99 1.19
1200 2.4m 2.02 1.35
400 500k 1.36 1.42
BNN
Mixtilre—of-Gaussians Prior 800 1.3m 1.34 1.42
1200 2.4m 1.32 1.45
400 500k 1.83 1.95
DNN 800 1.3m 1.84 1.68
1200 2.4m 1.88 1.83
400 500k 1.51 1.27
DNN, Dropout 800 1.3m 1.33 1.41
1200 2.4m 1.36 1.37

Weight Distributions: We plot the distribution of weights for the BNN, DNN, and DNN with
dropout models in Figure Using a BNN with a A'(0,1) SGP and 1200 hidden units, our results
align with those of the original paper. We found that a BNN with MoGP resulted in a much
narrower distribution relative to a SGP. This was particularly noteworthy as the original paper
states that “The scale mixture prior used by Bayes by Backprop encourages a broad spread of
the weights”. However, the MoGPs belonging to their hyperparameter grid are spike-and-slab
distributions with significant density at zero (cf. Figure , particularly in comparison to our
N(0,1) SGP. We would therefore expect the resulting variational posterior to be much narrower as
well, as can be seen in Figure[I7] This discrepancy is explained by our earlier hypothesis regarding
the original paper’s (unreported) SGP parameters, which, if true, would mean their SGP was
much closer to our MoG prior. Figure[17]also shows the weight distribution resulting from using a
Laplace prior with b = 0.15, which was found to be similar to that of the model trained with the
SGP, and so did not provide a significantly higher degree of regularisation.

[ BNN
[ DNN (Dropout)
10 [ DNN
15— Algorithm
Bayes by Backprop
Dropout
Vanilla SGD °
3‘1 0-
‘@
c Z6
oy H
[a) o
5 -
0
T T T 1 1 ,
-0.2 -0.1 0.0 0.1 0.2
Weight
(a) Original Paper \ ol

-0.1 0.1

0.0
Weight Value

(b) Our Results

Figure 16: Distributions of trained weights. Our models were trained for 600 epochs. The BNN
model used a SGP and 1200 hidden units per layer.
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Figure 17: Distributions of weights for BNN models trained using a variety priors. Models were
trained for 600 epochs and used 1200 hidden units per layer.

Learning curve: We plot the model’s learning curves in Figure[I§ We confirm the observation of
the original paper that DNNs converge earlier, but with a higher test error rate. The BNN converges
more slowly, but to a similar, if not better, accuracy as the DNN with dropout. Oddly, our DNN
does not converge as smoothly and has occasional spikes in its test error rate. Our suspicion is
that certain mini-batches might affect Adam’s optimisation trajectory negatively, given we see the
spikes occurring periodically .
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0.0275 1
. —— DNN
2.0 L 0.0250 4 — Dropout
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0.8 T T T T T i
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(a) Original Paper Epochs

(b) Our Results

Figure 18: Test error rate during training for a regular DNN, a DNN trained with 0.5 dropout
rate, and a BNN (SGP, 1200 hidden units).

Calibration: We plot the model’s calibration curves in Figure The curves were created
by bucketing the model’s prediction scores and then mapping those buckets to their percentage
accuracy (i.e., the percentage of labels that are correct in each bucket). A perfectly calibrated model
means that its output score is in exact alignment with the accuracy of that prediction, indicated by
the dashed diagonal line. As one can see, the BNN was very close to this line. In contrast, the DNN
and DNN with dropout’s calibration lines reflect the characteristic overconfidence these models are
known for. For prediction scores around 1.00, the DNN was only correct around 70% of the time
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and the DNN with dropout only around 90%, whereas the BNN obtained perfect accuracy.
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Figure 19: Model Calibration. All models were trained for 600 epochs. BNN used SGP with 1200
hidden units

Weight pruning: For our BNN weight pruning experiments, weights with a Signal-to-Noise ratio
(‘Z—?‘, SNR) below a threshold had their variational posterior replaced with a Dirac delta function.
The threshold ¢ € [0, 1] was mapped to a SNR number threshold that captured the t% lowest SNRs
of all our weights. Our results are provided in Figure 20, which shows that the accuracy remained
at around 98.5 % until 95% of the weights were pruned, in agreement with the original paper’s
observations. The original paper only showed the results of a BNN with a MoG prior and 1200
hidden units per layer, but we found that pruning’s effect on accuracy is approximately constant
across the number of hidden units and priors. Moreover, we found that the robustness of the
network to pruning significantly improves when the BNN is trained for 600 epochs instead of 300,
as is evidenced by the horizontal jump between curves in 205}

We also investigated the distribution of pruned weights across the individual layers of the network,
as shown in Figure Interestingly, we found that the output layer’s weights had a higher SNR
and were most critical to performance. We compare this with the weight distributions in each
layer, highlighting how the output layer had the broadest weight distribution.

Adversarial examples: We investigated the robustness of the trained models against a set of
perturbed MNIST images, generated as described in Section We show the models’ accuracy
against the size of the perturbation in Figure We note that the BNN is more robust to
adversarial examples than the DNN and DNN with dropout for a wide range of € values. Specifically,
at € = 0.05, the BNN only dropped about 2 % in accuracy, whereas the DNN and DNN with dropout
dropped 12 % and 6 % respectively. At € = 0.10, the DNNs were severely impacted whereas the
BNN still had an accuracy of 84%. This highlights the robustness of the BNN’s learned feature
representations by having a distribution over its weights.
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Figure 20: Effect of weight pruning on accuracy.
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Figure 21: Pruning ratio per layer.

4.3 Contextual Bandits

In this section, we repeat Blundell, et al.’s contextual bandit experiment on the UCI Mushroom
dataset , which contains 8124 mushrooms, of which 4208 are edible and 3916 are poisonous.
Each mushroom has 22 features, including cap shape, cap colour etc. At each step, the agent is
presented with a mushroom and must decide whether to eat it or not. If the agent eats an edible
mushroom it receives a reward of 5, whereas if eats a poisonous mushroom it has a 50/50 chance
of receiving a reward of either -35 or 5 (i.e., there is a 50 % survival rate for eating poisonous
mushrooms). The agent gets a reward of 0 if it decides not to eat. In their paper, Blundell, et al.
use cumulative regret to measure model performance. Regret is measured against an oracle which

knows if mushrooms are edible or not, and so always eats edible mushrooms (receiving a reward of
5 each time) and never eats those that are poisonous.
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Figure 22: Adversarial robustness.
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Figure 23: Cumulative regret for various agents on the mushroom bandit task.

The input to the network is a one-hot representation of the mushroom’s 22 features (resulting in
95 dimensions) combined with a one-hot encoded representation of the action taken (eaten or not
eaten). The Neural Network used to learn P(r|x, a, w) has two hidden layers with 100 hidden units
each. The output of the network is a single scalar: the predicted reward for the action taken given
the mushroom’s features and using the current weights. At each step, the agent takes the action
that is associated the largest predicted reward. For the Bayesian Neural Network, we sample the
weights twice and average the outputs. Before model training begins, the agent has preliminary
knowledge of 4096 mushroom contexts, actions, and rewards, which are the result of taking random
actions. In each step the agent is presented with a random mushroom, and has access to a buffer
of the most recent 4096 rewards, contexts, and actions.

Figure compares the cumulative regret for the Bayes by Backprop agent with three e-greedy
agents: € = 0% (pure Greedy), € = 1%, and € = 5%. The BNN was trained using a mixture-of-
Gaussians prior with —logo; = 0 and —logoy = 6. The e-greedy agents were trained using a
standard DNN. The initial learning rate in our experiments was 10~%. A learning rate scheduler
multiplied the learning rate by a factor of 0.5 every 5000 steps. All agents were presented with the
same mushrooms during training. Our results have similar trends to those of the original paper:
the BBB agent converges to the optimal policy faster than the pure Greedy agent. The Greedy
agents with € = 1%, and € = 5% accumulate regret linearly due to their taking random actions 1%
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Figure 24: Eating rate of BBB agent and pure Greedy agent averaged over 3 independent runs.

and 5% of the time respectively. Blundell, et al. state that the Greedy agent elects to eat nothing
in the first 1000 steps before suddenly deciding to start eating. However, Figure [24] shows that in
our experiments the Greedy agent had a similar overall eating rate to the BBB agent. As shown
in Figure we found that the increase in cumulative regret was primarily due to the higher
consumption of poisonous mushrooms by the Greedy agent.
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0 20000 40000 0 20000 40000
Steps Steps

Figure 25: False Positive (FP) (i.e., eating poisonous mushrooms) and False Negative (FN) (i.e.,
not eating edible mushrooms) counts averaged over 3 independent runs.

However, we did not find that the BBB agent consistently outperformed its Greedy counterpart.
For example, Figure [26] shows individual runs for ¢; = 0.75 and o; = 1.0, with —logos = 6 held
constant, where the BBB agent converged more slowly and incurred higher cumulative regret. This
may, in part, be due to the stochastic nature of the environment and training process. Further, we
found that the learning rate and prior had a significant impact. Figure shows that 50,000 steps
were not enough for the agent to converge using a learning rate of 10~°. Figure demonstrates
that a large prior variance may induce the agent to explore for longer than necessary, delaying
its rate of convergence. Conversely, when the prior variance is too small the BBB agent may be
prevented from exploring, as a result of a narrower weight distribution leading to lower variance
in the predicted returns.
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Figure 27: Comparison of BBB agents’ cumulative regret across different parameterisations.

5 Conclusion

In this report, we implemented the Bayes by Backprop algorithm proposed by Blundell, et al.
in and replicated their experiments. Our results were largely in agreement with the original
paper’s, finding that BNNs: appropriately express uncertainty in unseen parts of the input space;
outperform regular DNNs under the same hyperparameter configurations; can be pruned heavily
without affecting accuracy; and make better choices in the early stages of RL based tasks. Through
our extensions, we found that BNNs are near-perfectly calibrated and significantly more robust
than regular DNNs to adversarial inputs. Additionally, whilst the local reparameterisation trick
was observed to reduce variance and improve computational efficiency, it was not observed to
accelerate convergence in a simple regression task.

We believe that the clean and professional structuring of our implementation significantly aided
development and debugging, and reduced collaboration overhead. We did, however, make the time
consuming mistake of assuming there was a bug in our code when, in fact, we simply had not
trained our models for long enough. The training time of the BNN also lengthened the feedback
cycle, particularly in RL and classification tasks, making it impossible to run as many experiments
as we would have liked.

In turn, if we had more time, we would seek to further explore and exploit the efficiencies of the LRT.
Moreover, we would evaluate the BNN on more complex datasets, assessing its computational and
accuracy trade-offs on larger input spaces with sparse signals and/or imbalanced inputs. Finally,
we would evaluate different variational posterior families, assessing their impact on confidence,
calibration, accuracy, and robustness.
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